Sémantique lexicale : traits catégoriels ou traits non catégoriels ?

Georges Kleiber (Université Marc Bloch de Strasbourg et Scolia)

[Paru en 2003, in Aroui, J.-L. (éd.), Le sens et la mesure. De la pragmatique à la métrique. Hommages à Benoît de Cornulier, Paris, Honoré Champion, 99-122.]







Il faut donner du sens au sens


Introduction


Aucun modèle de sémantique lexicale, on le sait, n’échappe à la question de la constitution du contenu sémantique postulé. Si l’on accepte que les unités lexicales ont un ou du sens — ce qui n’est pas le cas de tout le monde
 — on est inévitablement conduit, ne serait-ce que lors de la formulation de ce sens, à le décomposer, à le mettre en morceaux, à faire apparaître les parties dont il est le tout.  Autrement dit, à partir du moment où l’on adhére à l’existence d’un sens lexical, on adhère aussi, volontairement ou non, à celle d’éléments plus petits constituant ce sens. 


Quels sont ces éléments ou ces morceaux dont nous nous servons pour appréhender, définir ou encore caractériser ce sens ? Trois problématiques interdépendantes s’ouvrent à ce niveau :

a)  celle de leur représentation, qui n’échappe pas, on le sait, aux mots, c’est-à-dire à ce qui donne soi-même lieu à du sens : faut-il  les représenter sous forme de traits, comme, par exemple, les sèmes, modelés sur les traits des phonologues, ou de structures ou encore de phrases ou propositions, comme, par exemple, dans les sémantiques de type vériconditionnel  ?

b) celle de leur mise en relief : comment faire apparaître et, en somme, légitimer ces constituants? Par l’intuition ? Si, oui, comment la contrôler pour dépasser la subjectivité ? Par 

des critères formels ou le recours au texte ? Si oui, par quels critères et comment ?, etc. 

c)  celle de leur statut et de leur caractérisation, problématique qui donne lieu à des axes oppositionnels multiples, pouvant se croiser ou se recouper, liés très fortement à la théorie sémantique qui les promeut, et qui mettent en jeu des caractérisations et des interrogations  comme les suivantes :

- traits  universels / non universels (cf. les traits primitifs ou les noèmes  de la sémantique structurale, opposés aux traits non primitifs) 

- s’agit-il de traits uniquement distinctifs ou négatifs ou de traits «positifs»
  ?

-  le statut de ces morceaux de sens n’est-il que linguistique ou a-t-il une portée, par exemple, conceptuelle qui engage le réel ?

- faut-il considérer ces traits comme des traits d’un référent, et donc des propriétés de ce référent, qui serait celui dénommé par le mot ou faut-il y voir des traits non référentiels ?

- dans le même ordre d’idées, mais avec des différences de focalisation, le débat fait intervenir des oppositions entre :


• traits dénotationnels ou descriptifs ou, vus sous l’angle de traitement, vériconditionnels, et traits non dénotationnels, adescriptifs ou non vériconditionnels


• traits objectifs / traits subjectifs


• traits descriptifs / traits instructionnels 

- la prise en compte des occurrences référentielles conduit à se poser la question de l’importance de ces traits : 


• sont-ce ou non des conditions nécessaires et suffisantes ? 


•  propriétés nécessaires vs  propriétés typiques 


• propriétés communes ou partagées  vs  propriétés contrastives 

-  l’intervention du facteur dénominatif ou catégoriel donne encore lieu à des oppositions comme:


• traits catégoriels / traits non catégoriels


• propriétés intrinsèques / propriétés extrinsèques 


Nous n’allons ici, bien entendu, pas nous occuper de toutes ces caractérisations, dont certaines ont fait l’objet de discussions approfondies dans la littérature. Nous nous pencherons plus précisément sur l’une des deux dernières, celle qui oppose les tenants d’un sens fait de traits catégoriels aux partisans de traits non catégoriels, parce qu’elle engage crucialement la conception que l’on peut avoir du sens lexical en général. En effet,  si l’on maintient que les traits du contenu sémantique d’une unité lexicale sont, pour une partie d’entre-eux du moins, des traits qui servent à constituer une catégorie référentielle dénommée par l’unité lexicale, alors le paysage de la sémantique classique ne se trouve pas bouleversé. Si, par contre, on opte pour une sens lexical constitué de traits non catégoriels, on peut parler de révolution sémantique, puisque la plupart des concepts plus ou moins traditionnels qui règlent les affaires du sens se trouvent battus en brèche: non seulement, la définition du sens lexical, mais également des relations lexicales comme la polysémie,  l’hyperonymie / hyponymie, l’antonymie, etc., et des mécanismes sémantico-référentiels comme la métaphore, la métonymie, la synecdoque, etc., sont remis en cause et trouvent une place et une explication nouvelles dans un modèle de sémantique lexicale radicalement différent.


L’objectif de ce travail, est d’évaluer, dans le prolongement de notre investigation récente sur la polysémie (Kleiber, 1999 a), la portée exacte de ce renouvellement. Nous essaierons plus particulièrement de montrer que, malgré les attraits que peut présenter un tel modèle, l’hypothèse de traits non catégoriels ne se trouve pas justifiée par les faits et conduit à des difficultés plus grandes que celle des traits catégoriels. Notre examen comportera trois parties : tout d’abord, une présentation de la thèse des traits non catégoriels, telle qu’on la trouve formulée par Cadiot (1992, 1994, 1996 a et b)
 et Cadiot et Nemo (1997 a, b et c)
, ensuite celle d’un de leurs arguments centraux
, à savoir l’analyse des énoncés du type ce N être un N , et, enfin, notre propre réponse qui montrera d’une part que l’analyse des énoncés du type ce N être un N  opérée en termes de traits non catégoriels n’est pas aussi satisfaisante que ça et d’autre part qu’une analyse "classique" en termes de traits catégoriels peut parfaitement s’en sortir. Et sans trop de dégâts. 


1. L’hypothèse des traits non catégoriels


1.1. Propriétés extrinsèques  vs propriétés intrinsèques


Le principe de base sur lequel s’arc-boute une sémantique lexicale opérant avec des traits non catégoriels est que le sens des mots n’a rien à faire avec les catégories ou classes référentielles. Contrairement aux théories classiques et moins classiques comme la sémantique du prototype, "le sens des mots, pour Cadiot et Nemo (1997 a : 144),  n’est pas un problème de catégorisation".  Les propriétés, ou traits ou encore  caractéristiques  (Cadiot et Nemo, 1997 c), ne décrivent pas les objets eux-mêmes et ne sont ainsi pas spécifiques de ces objets. Ils ne sont donc pas non plus limités aux emplois dénominatifs du mot, mais apparaissent comme étant des propriétés actives ou pertinentes à un niveau supérieur en ce qu’elles se retrouvent dans tous les emplois du mot, aussi bien dans les différents emplois dénominatifs que dans les emplois dits dérivés  et dans les emplois figés.  Il ne peut donc plus s’agir de propriétés intrinsèques  aux objets dénotés, mais de propriétés d’un caractère à la fois supérieur et extérieur aux choses, d‘où le nom de  propriétés extrinsèques  (Cadiot et Nemo, 1997 a). 


En quoi consistent-elles ?  Ne déterminant plus les choses, puisqu’elles n’ont plus de statut catégoriel, elles expriment les rapports que nous avons avec les choses, elles indiquent l’interaction avec ces choses, la manière que nous avons de nous comporter avec elles. Et donc au lieu d’être, comme dans les modèles classiques, un outil de représentation du monde, elles sont un outil d’appréhension de ce monde, qui indique les accès à ce monde, comme le formulent les propositions (i), (ii) et (iii) :


(i) "Parce qu'aucun objet ne peut être séparé des rapports que l'on entretient avec lui, sa 
description suppose une prise en compte différenciée de ses propriétés extrinsèques 
(désormais PE), relatives précisément à ces rapports, et de ses propriétés intrinsèques 
(désormais PI), supposées stables et indépendantes de ceux-ci" (Cadiot et Nemo, 1997 a 
: 127).


(ii) "...pour décrire un objet, il faut décrire à la fois ses propriétés intrinsèques 
(désormais 
PI) , propriétés nég-anthropiques, et le type de rapport que l'on entretient 
avec lui que 
nous appellerons propriétés extrinsèques (désormais PE). Le terme de 
rapport étant défini 
ici comme la forme spécifique que prend le contact avec un objet" 
(Cadiot et Nemo, 1997 b : 24).


(iii)  "Loin de procéder par abstraction à partir d’une gestalt commune hypothétique, ou 
par relâchement à partir d’un prototype, l’emploi d’un mot a pour fonction d’indiquer 
comment l’objet doit être pris et/ ou perçu. L’iconicité des mots est subordonnée à leur 
fonction indexicale. Plus un nom est commun, plus cela est vrai : arbre, assiette, bassin, 
boîte, bouche, bras, cellule, clé, coup, équilibre, fenêtre, fil, flûte, foyer, gorge, lit, 
moulin, patin, pic, porte, sens, table tête, etc., dans les nombreux emplois de ces mots, 
il n’y a aucune déviance, mais simplement usage dans des domaines spécifiés, plus ou 
moins habituels, plus ou moins disjoints, de l’expérience.  Il peut n’y avoir entre ces différents‘objets’ qu’on appelle  arbre, assiette, etc., qu’une ressemblance allusive, 
partielle et... oubliée.  Il s’agit en toute hypothèse de ‘propriétés’ extrinsèques, c’est-à-
dire de représentations qui émergent seulement du rapport entretenu par le sujet avec les 
objets en cause" (Cadiot et Nemo, 1997 a : 144).

Le caractère extrinsèque  de ces propriétés non catégorielles par rapport au caractère jugé intrinsèque des traits catégoriels utilisés dans  les modèles de sémantique lexicale référentielle demande évidemment des précisions et des justifications.  Il n'est pas sûr en effet que la distinction soit réellement fondée
, mais nous n'allons pas entamer ce débat aujourd'hui. Le point essentiel est leur statut non catégoriel : elles ne servent pas à regrouper des objets dans une catégorie référentielle et ne répondent donc pas à une logique d'appartenance (Cadiot et Nemo, 1997 c : 136) à laquelle fait écho une interrogation du type  Qu'est-ce qu'un X ?, mais à une logique de conformité (Cadiot et Nemo, 1997 c : 136), à laquelle correspond une interrogation sur le sens de X :  que veut dire X ? .


1.2. Quelques exemples

Deux-trois exemples permettront de mieux fixer le changement qu'entraîne le statut non catégoriel des traits du sens lexical. Si nous prenons un mot comme  arbre, il ne pourra plus avoir comme sens intrinsèque  le trait de 'grand végétal ligneux' que lui attribue le Petit Robert, puisqu'un arbre à cames, un arbre généalogique, etc., ne répondent pas à une telle propriété intrinsèque. Il pourra, par contre, se voir associer "un schéma organisant le rapport de l'objet à son environnement" (...) un arbre, c'est une façon d'être : ce qui se poursuit en se divisant" (Cadiot et Nemo, 1997 a : 144). Oiseau, pour continuer avec un exemple que l'on fait fréquemment chanter (juste ou faux !) en sémantique lexicale, ne pourra plus être défini sémantiquement comme 'animal', puisque le nom ne prétend plus décrire ou catégoriser son référent et que, surtout, il y a d’autres emplois du  terme (cf.  c’est un drôle d’oiseau ) qui ne satisfont pas à cette conditon. Un mot comme  pépin, qui sert dans la mise en relief des propriétés extrinsèques (Cadiot et Nemo, 1997 a), même s'il peut servir à désigner une 'graine' dans un fruit,  n'aura pas ce trait comme sens premier, mais se verra attribuer un sens non catégoriel susceptible de coiffer tous ses emplois (comme l’emploi de 'difficulté', par exemple) et qui focalise le rapport qu'entretient le sujet avec les réalités en question. On citera encore l'exemple "polysémique" classique de plateau qui n'aura pas de traits sémantiques dénominatifs en amont, mais une propriété extrinsèque indexicale liée à la gestalt   perceptuelle  qui stipule que peut être plateau tout ce qui se présente comme plat. 


1.3. Un bouleversement

L'abandon du statut catégoriel pour les traits sémantiques lexicaux a des conséquences importantes. La première est que l'intension ne détermine plus l'extension, c'est-à-dire les emplois référentiels ou catégoriels des unités lexicales. On voit pourquoi : s'il en allait ainsi, les tratis dégagés redeviendraitent ipso facto des traits catégoriels et on en reviendrait  sagement à unesémantique lexicale dénominative standard. Et, d'un autre côté,  ces traits se révèleraient vite trop puissants : tout ce qui se présente comme plat n'est pas nommé plateau  (cf. une plaine, une assiette plate, etc.). Pour éviter ce dernier défaut, Cadiot et Nemo (1997 b) sont obligés d'introduire dans leur modèle un niveau inférieur où se joue la dénomination, celui des  usages, c'est-à-dire celui des emplois catégoriels.  A ce moment-là, l'intension (c'est-à-dire les traits ou propriétés extrinsèques non catégoriels qui forment le sens véritable du mot) ne fait que restreindre l'extension, elle ne  la détermine pas. "Il est clair, soulignent Cadiot et Nemo (1997 b : 28), que l'intension d'un mot N contraint son extension , mais ne construit pas l'ensemble des X qui sont des N. Dire que le sens du mot client est le rapport devoir s'occuper de  ne signifie pas que tout ce dont on devra s'occuper s'appellera un client. Ceci parce que l'intension (PE) détermine seulement les emplois et en aucun cas les usages, alors que l'extension regroupe les emplois qui sont devenus des usages".


La deuxième concerne la polysémie. Au lieu d'énumérer les différents sens (ou emplois catégoriels) que présenterait une unité polysémique et d'expliquer ces différents sens par des relations dérivationnelles entre eux, "la notion de propriété extrinsèque (...) fournit une réponse monosémique, puisqu'elle reconnaît derrière chaque mot un principe commun pour l'identification des objets regroupés" (Cadiot et Nemo, 1997 b : 32). L'avantage le plus marquant est que ce sens unificateur non catégoriel ou non dénominatif nous dispense de toute gymnastique explicative pour dériver les différents sens ou emplois observés. Il faut toutefois signaler que l'introduction d'un niveau des usages, nécessaire pour se prémunir de la surpuissance intrinsèque de ce modèle non catégoriel,  montre que l'on ne peut se dispenser — comme le souhaiteraient certains polysémiologues — d'une énumération des (principaux) emplois dénominatifs observés.


La troisième a pour objet le traitement des "figures" ou procédés de changements de sens catégoriel, comme la métaphore, la métonymie, la synecdoque, etc. De même qu'il n'est plus nécessaire d'expliquer par un mécanisme spécial les différents sens polysémiques observés, de même il n'est plus guère besoin de rendre compte des emplois "figurés" en termes de processus analogiques, etc., puisque les propriétés non catégorielles qui définissent le sens lexical prédisent directement ces emplois. On ne passe plus d'un sens concret à un sens abstrait  ou du sens catégoriel de tel mot à un autre sens catégoriel métaphorique par exemple par une procédure d'analogie. L'emploi métaphorique est un emploi direct, qui découle des traits non catégoriels du mot. Partant, il est important de le souligner, il n'y a plus lieu de parler de déviance ou de délit pour toute cette gamme d'emplois. Métaphores, métonymies et autres figures ou déplacements référentiels ne sont plus des emplois spéciaux, marqués par une incongruité référentielle. A la question  Faut-il banaliser la métaphore ?, par exemple,  un tel modèle répond oui
  sans hésitation.


La quatrième touche au caractère nécessaire ou non, suffisant ou non, de ces propriétés extrinsèques. Le fait qu'elles n'expriment pas directement des propriétés catégorielles leur confère le statut de conditions non nécessaires, mais suffisantes  (d'où par opposition aux  conditions nécessaires et suffisantes ou CNS  de la sémantique catégorielle standard  le nom de  conditions suffisantes non nécessaires  (CSNN) (Cadiot et Nemo, 1997 c : 125)
. Conditions non nécessaires, parce que comme pour les propriétés (proto)typiques
, elles n'ont pas besoin d'être partagées de tous les membres d'une catégorie pour être caractéristiques de cette catégorie. "Le fait de tambouriner, rappellent Cadiot et Nemo, 1997 c : 125), est une caractéristique des pics, bien que tous les pics ne tambourinent pas".  Ce n'est pas cette non nécessité qui est nouvelle, puisqu'on la retrouve chez tous ceux qui admettent l'existence de propriétés générales, typiques, vraies par défaut (1988 et 1989). Ce qui est novateur, c'est que chacune d'entre-elles est suffisante. Dans le modèle des CNS, si les conditions sont nécessaires, elles ne sont pas, prises individuellement suffisantes, c'est l'ensemble des conditions nécessaires qui l'est (Kleiber, 1990). Avec des traits non catégoriels, le maintien d'une condition de suffisance pour un ensemble de traits n'est plus guère possible, à moins de replacer le tout dans le cadre d'une sémantique dénominative. Il s'ensuit que "le fait de posséder une seule caractéristique suffit à rendre possible l'emploi d'un nom" (Cadiot et Nemo, 1997 c : 126). C'est dire, par exemple, qu'à partir du moment où une "réalité" vole, elle pourra être appelée oiseau.  On soulignera, en passant, que ce que nous avons appelé la version étendue  de la sémantique du prototype connaît aussi ce type de condition suffisante, puisque dans le modèle catégoriel du type 'ressemblance de famille’, il suffit d'un trait pour passer d'un type de référent à un autre (Kleiber, 1990).


On le voit, en postulant un contenu sémantique non constitué de traits dénominatifs ou de propriétés catégorielles ou encore, d'après leurs termes,  extensionnelles,  on rompt aussi bien avec la sémantique lexicale du type CNS qu'avec la sémantique moins rigide et moins austère du prototype : les deux conservent en effet un sens lexical catégoriel et ne postulent nul amont sémantique délivré de tout souci dénominatif. Dans les modèles classique et prototypique la catégorisation est première, dans un modèle de traits non catégoriels, elle n'est que ..."dérivée" : les emplois dénominatifs ne sont pas premiers, ils ne sont qu'une exploitation possible du niveau sémantique non catégoriel.


Il s'agit donc d'un véritable renversement,  qui demande évidemment, étant donné l'importance théorique qu'il revêt, d'être  solidement justifié et de diverses manières. Les différents travaux (mentionnés dans la bibliographie) de Cadiot, Cadiot et Nemo et Lebas vont tous dans cette direction : apporter de l'eau au moulin de leur nouvelle sémantique. Essentiellement en montrant que là où une sémantique référentielle classique ou prototypique échoue, un modèle non catégoriel remporte le pompon. C'est donc sur ce terrain-là qu'il convient également d'évaluer la validité de leur modèle. 


Nous avons choisi les énoncés du type  ce N être un N   qui font partie  des énoncés  "à double caractérisation"
 auxquels Cadiot et Nemo (1997 c) ont eu longuement recours pour prouver la supériorité d'une analyse en termes de CSNN. S'il s'avère que leur analyse est juste, ils marquent un bon point en faveur de leur hypothèse. Si le résultat prouve qu'elle n'est pas satisfaisante, cela ne signifie, bien entendu, pas qu'ils ont tort — une analyse substitutive en termes non catégoriels étant toujours possible — mais que la sémantique référentielle a plus de ressources qu'ils ne lui en prêtent. Ou, dit autrement, qu'on peut toujours continuer à parler de traits catégoriels. Mais avant d'en arriver là, voyons quelle est l'argumentation.


2. Quatre énoncés du type  Ce N est un N


Le choix d'énoncés du type  Ce N est un N  est judicieux : comme on y voit d'habitude une structure d'appartenance, ils représentent un terrain apparemment défavorable à une sémantique non catégorielle. Si donc on arrive à montrer qu'une sémantique lexicale catégorielle échoue à en rendre compte et qu'il faut une sémantique non dénominative, alors l'analyse de ces énoncés représente un solide argument en faveur d'un traitement lexical non catégoriel en termes de CSNN.  Cadiot et Nemo (1997 c : 128-131) ont choisi quatre énoncés de structure  ce N est un N
 :


1)  Ce chien est un chat


2) ? Cettte mésange est un oiseau


3) Ce doberman est un doberman


4)  Cet oiseau est une mésange


2.1.  Ce chien est un chat

Une analyse sémantique classique de 1) dans une logique catégorielle de propriétés communes est obligée de conclure à l'anomalie de la combinaison, étant donné l'incompatibilité entre être un chat  et être un chien. Or,  pour Cadiot et Nemo,  comme le manifeste l'absence de point d'interrogation ou d'astérisque, il n'y a pas de prédication insolite : "s'il y a quelque chose d'insolite dans cette affaire, notent-ils (1997 c : 124), c'est uniquement, le cas échéant, le comportement du chien lui-même !".  Une interprétation en termes de propriétés communes échoue donc à rendre compte de la bonne formation de 1).  Le recours à un sens non référentiel formé de traits non catégoriels comme les CSNN permet de l'expliquer sans difficulté. L'énoncé 1) n'est pas un énoncé d'appartenance, qui dit qu'un individu, qui appartient à la classe des chiens, appartient à la classe des chats. Il n'y  a pas lieu de parler de métaphore qui se développe sur un délit prédicatif à l'aide d'un processus de comparaison. L'énoncé 1) est plus simplement un énoncé qui attribue à un individu, qui se distingue des autres individus de sa classe
, celle des chiens, une caractéristique (une CSNN) qui distingue une classe (celle des chats ici) des autres classes.  Il permet de comprendre  que "rien n'interdit d'avoir à la fois les caractéristiques d'un chien et des caractéristiques de chat" (Cadiot et Nemo, 1997 c : 129).


2.2. ? Cette mésange est un oiseau


La bizarrerie de 2) :


2) ? Cette mésange est un oiseau

constitue aux yeux de Cadiot et Nemo un obstacle infranchissable pour toute sémantique lexicale catégorielle, dans la mesure où une logique d'appartenance devrait conclure, au contraire, à sa bonne formation, la mésange en question étant bien un oiseau. On peut certes envisager une solution en termes de redondance sémique en faisant valoir que dans mésange il y a déjà le sème 'oiseau', mais, comme le soulignent fort bien Cadiot et Nemo, cette solution se heurte à un énoncé tel que 5) :


5) Une mésange est un oiseau

qui n'est pas mal formé, alors que le sème 'oiseau' est également présent dans mésange. 


La bizarrerie de 2) s'éclaire si on analyse la structure attributive comme celle de 1). On s'aperçoit à ce moment-là que "si 2) est impossible, c'est qu'il n'y a rien qui puisse singulariser une mésange par rapport aux autres mésanges et qui serait aussi une caractéristique des oiseaux" (Cadiot et Nemo, 1997 c : 130).  


2.3.  Ce doberman est un doberman


Comme à propos de 1), une sémantique catégorielle est conduite à parler d'énoncé déviant face à 3) :


3)  Ce doberman est un doberman

parce que 3), dans un cadre dénominatif, correspond sémantiquement à une tautologie. Même si, comme le reconnaissent les auteurs, 3) est d'interprétation moins aisée que, par exemple, 6) :


6)  Un doberman est un doberman

il n'est cependant pas mal formé. il est, en effet, "compréhensible dans tout contexte où, certains dobermans n'en étant pas vraiment, il y a du sens à asserter d'un doberman particulier qu'il en est bien un" (Cadiot et Nemo, 1997 c : 130).  Ce que dit 3) est ainsi conforme au schéma interprétatif de 1) et 2), à savoir qu'à un individu, qui se distingue ici d'autres de la même classe (qui ne possèdent pas une ou des caractéristiques de cette classe), on attribue cette ou ces caractéristiques de la classe, de telle sorte qu'il passe pour un vrai membre de ladite classe. Autrement dit, 3) "dit de l'individu dont il parle, qu'il se singularise relativement à d'autres membres de sa classe par le fait de posséder une caractéristique reconnue de sa classe" (Cadiot et Nemo, 1997 c : 130). 


2.4. Cet oiseau est une mésange


L'énoncé 4)


4)  Cet oiseau est une mésange

ne donne pas lieu à critique contre les modèles de sémantique catégorielle. Cadiot et Nemo se contentent de souligner qu'il répond parfaitement à l'analyse en termes de traits non catégoriels donnée jusqu'ici : "dire 4), c'est bien dire que l'oiseau en question a une (des) caractéristiques des mésanges" (Cadiot  et Nemo, 1997 c : 130).


Le bilan est clair : "il apparaît qu’aussi différentes que puissent sembler les interprétations des énoncés 1) à 4), c’est en fait le même schéma interprétatif qui est observé. Il n’y a donc pas lieu de considérer le contraire, et notamment de supposer sur la base fautive d’une interprétation en termes de propriétés communes, que l’énoncé 4) serait un énoncé non marqué et qu’il faudrai faire appel à une composante pragmatique (Levinson, 1983) pour sauver des énoncés au préalable présentés comme problématiques (ininterprétables) sémantiquement.  A noter une nouvelle fois que l’interprétation en termes de propriétés partagées échoue à rendre compte de l’acceptabilité de tous ces exemples (et de l’inacceptabilité du second). Que ce soit dans une interprétation en termes de non-partage de traits (Ce chien est un chat) ou, à l’inverse, en termes de redondance, du fait du partage de traits (cette sitelle est un oiseau, ce doberman est un doberman )" (Cadiot  et Nemo, 1997 c : 131).


La cause est apparemment entendue. Il y a toutefois un fait qui donne à penser que la condamnation des traits catégoriels est peut-être un peu trop rapide : c'est l'absence de critique contre une analyse en termes d'appartenance des énoncés tels que 4), qui, quoi qu'en pensent Cadiot et Nemo, paraissent incontestablement plus standards que 1) et 3). Cela ne représente évidemment pas un contre-argument pertinent ... suffisant, mais constitue à nos yeux un indice de ce que, malgré tout, on ne se débarrasse pas aussi facilement d'un sens formé de traits catégoriels.  Et surtout nous invite à revenir sur l'analyse des quatre énoncés attributifs à double caractérisation.


3. Pour une défense des traits catégoriels


3.1. Une prédication malgré tout déviante


Reprenons l'analyse de l'énoncé du chien qui est un chat :


1)  Ce chien est un chat

et examinons de plus près la description donnée par Cadiot et Nemo. On s'aperçoit bien vite qu'elle comporte des points faibles. En premier lieu, il est faux de penser que seul le comportement du chien est anormal.  La preuve en est un énoncé comme 7) :


7)  Ce chien miaule

qui, tout  en étant un énoncé bien formé,  n'en représente pas moins un comportement "insolite" de la part du chien en question. On voit ainsi que dans 1) il n'y a pas seulement le comportemnt inattendu d'un chien, mais aussi une prédication ano(r)male. La thèse du délit catégoriel pour un énoncé tel que 1) peut donc être maintenue. 


En deuxième lieu, le fait d'expliquer directement l'interprétation en termes de traits typiques ou de caractéristiques et non, comme le fait l'approche métaphorique, au terme d'un processus de résolution de la déviance, a l'inconvénient de passer sous silence l'aspect créatif (et parfois ludique) de la prédication métaphorique opérée. Il n'y  plus rien de particulier dans un énoncé comme 1), puisque la disparition de la déviance, banalise cet énoncé en le faisant rentrer dans le giron des énoncés ordinaires tels que 4). Dire que  ce chien est un chat n'a en effet plus rien de marquant, puisque ce n'est qu'une application du sens non catégoriel de  chat  et de  chien . Il nous semble bien que l'usager n'est pas prêt d'accepter une telle standardisation, parce qu'intuitivement il reconnaît dans 1), non seulement le comportement insolite d'un chien, mais aussi une manière insolite de l'exprimer.


Troisièmement, en faisant de 1) un énoncé exprimant directement l'attribution au chien d'une caractéristique de la classe des chats, on n'évite pas, quoi qu'on pense,  un sens ou des traits catégoriels. La ou les propriétés attribuées au chien devraient, dans les termes mêmes des traits non catégoriels de Cadiot et Nemo (cf. supra ),  être des propriétés extrinsèques, non d'une catégorie référentielle précise, celle des chats, mais du mot  chat   avant son emploi dénominatif, en amont de ses usages. Or, l'on constate qu'il s'agit bien des propriétés typiques de la classe des chats  et nullement de la propriété associée au mot  chat  indépendamment de ses emplois catégoriels. Ce défaut se retrouve dans l'analyse des trois autres énoncés
. Il montre que l'on n'échappe pas aux catégories.


En quatrième lieu,  leur analyse rencontre la difficulté que représentent des énoncés avec enclosures
 comme 8) :


8)  Ce chien est un vrai chat

8) ne se distingue plus guère de 1), puisqu'il porte également  "clairement sur la conformité des comportements aux caractéristiques des classes".  Or, on s'aperçoit que les deux énoncés diffèrent sensiblement. L'énoncé avec l'enclosure ne paraît précisément plus déviant, c'est ce que nous avions déjà souligné en 1978 (Kleiber et Riegel, 1978 : 98) en indiquant que l'ajout de  vrai
  modifiait la valeur de vérité de 1). Si 1), logiquement, est faux, il ne l'est plus avec l'enclosure vrai. D'un autre côté, la lecture typifiante est donnée directement par 8), alors que celle de 1) résulte d'un processus de sens indirect. Cela n'a rien de surprenant si l'on prend en compte le rôle restricteur joué par  vrai . Le modificateur prédicatif  vrai  transforme le  prédicat  être un N  en  être un vrai N , qui tout en restant un prédicat attributif d'appartenance  ne renvoie plus  à la classe des N, mais à la classe des vrais N, qui n'a donc plus besoin de se confondre avec celle des N, même s'il faut qu'il y ait un rapport entre les deux
. 


Avec cette dernière précision, nous avons en fait déjà entamé l'explication de 1) dans le cadre d'une sémantique lexicale à sens catégoriel. Nous postulerons que 1) est bien un énoncé de catégorisation indue et que ce délit catégoriel trouve sa solution dans un processus de ressemblance, précisément parce qu'il s'agit de résoudre un problème de catégorisation lexicale. La catégorisation lexicale, c'est-à-dire le placement d'une occurrence dans une catégorie lexicale, se fait sur la base d'un  appariement ou comparaison  (soit en termes de CNS, soit en termes de protoype, soit analytiquemet ou procéduralement) entre le modèle de l'occurrence et celui de la catégorie. Si elle est licite, l'occurrence est placée sans problèmes dans la catégorie en question.  Dans le cas d'un énoncé catégoriellement déviant comme 1), c'est la même opération d'appariement qui est déclenchée par la catégorisation effectuée, mais comme il s'agit d'une catégorisation indue dès le départ, cette opération conduit à chercher des traits qui justifient la catégorisation effectuée et qui ne peuvent être ceux d'une catégorisation standard. "Le résultat, comme souligné ailleurs (Kleiber, 1999 : 133), ne peut être que la similitude, l'analogie (...) : il faut que l'on découvre des traits communs par le fait même qu'il s'agit d'une opération de catégorisation, mais ces traits ne peuvent être que des traits de ressemblance analogiques, puisqu'il s'agit d'une catégorisation indue". On le voit, non seulement 1) ne rend pas caduque la thèse d'un sens fait de traits ou de propriétés catégorielles, mais son interprétation nécessite que l'on postule un  sens de ce type.


3.2. De la bizarrerie, pour  cette mésange, d'être un oiseau

La bizarrerie de 2) :


2) ? Cette mésange est un oiseau 

constitue une pierre beaucoup plus grosse dans le jardin du sens catégoriel. On ne peut en effet nier qu'elle pose des problèmes d'analyse logique et que la solution en termes de redondance sémique n'est pas adéquate. Mais on ne peut nier non plus qu'elle pose également des problèmes à une analyse sémantique non catégorielle. En effet, si l'explication de Cadiot et Nemo était correcte,  c'est-à-dire si l'étrangeté de 2) était bien due à l'impossibilité de trouver quelque chose "qui puisse singulariser une mésange par rapport aux autres mésanges et qui serait aussi une caractéristique des oiseaux", alors des énoncés comme 9) et 10 devraient être corrects :


9)  ? Cette autruche est un oiseau


10) ?  Cet hibou est un oiseau

puisque la contrainte à laquelle ne satisfait pas 2) se trouve vérifiée pour 9) et 10) dans la mesure où la caractéristique  voler  dans le cas de 9) et celle de chanter  dans le cas de 10) permettent une interprétation selon le schéma interprétatif postulé pour les énoncés 1)-4).   9) et 10) parlent  de caractéristiques  par lesquelles simultanément un individu se distingue des autres individus de sa classe (Les autruches ne volent pas et les hibous ne chantent pas)  et une classe, en l'occurrence celle des oiseaux, se distingue des autres classes (comparés à d'autres animaux, les oiseaux  volent et chantent). Or, malgré cela, 9) et 10) ne sont pas bien meilleurs que 2). La preuve en est que les trois énoncés suscitent la même réplique :


11)  Mais une autruche est un oiseau !


12) Mais un hibou est un oiseau !


13)  Mais une mésange est un oiseau !
C'est dire que l'interprétation en termes de caractéristiques non catégorielles capote également devant un énoncé comme 2). Y a-t-il donc échec pour l'un et l'autre camp ?


Nous ne prendrons pas parti de façon définitive. Une réponse en termes de présupposition, comme celle que nous avons proposée il y a vingt ans (Kleiber, 1978 : 40-45) à propos de 14) :


14)  ? Ce chimpanzé est un singe

ne peut pas être retenue, parce que des énoncés comme  3) :


3)  Ce doberman est un doberman

que nous verrons ci-dessous, répondent également à une description en termes de présupposition  : le point logique commun à 2), 14) et 3) est en effet d'asserter ce qu'ils présupposent.   Etre un chimpanzé , par exemple, impliquant  être un singe, le prédicat  être un singe  appliqué à  ce chimpanzé  se trouve déjà présupposé par le SN  ce  chimpanzé
. On observe toutefois, et c'est là le point remarquable,  que la "tautologie" du type de 2), 9), 10) et 14), contrairement à celle de 3), ne donne pas lieu à un effet interprétatif de typicalité (ou de caractéristiques), comme le prouve l'ajout de l'enclosure  vrai  qui n'améliore pas sensiblement les choses. Même dans la situation évoquée ci-dessus pour 9) et 10), on constate que 15) et 16) ont tendance à se faire suivre de 11) et 12) :


15) (?)  Cette autruche est un vrai oiseau  (elle vole)

16) (?)  Cet hibou est un vrai oiseau  (il chante)
et gagnent à être remplacés soit par des énoncés négatifs comme 17) et 18) comportant des N hyponymes identiques :


17)  Cette autruche n'est  pas une (vraie) autruche (elle vole)


18) Cet hibou n'est pas un (vrai) hibou  (il chante)

On voit clairement  qu'il s'agit d'une histoire de catégorie et d'appartenance. Quand le référent du SN sujet est une occurrence de la classe N1, qui est elle-même un hyponyme de la classe N2 du prédicat  être un (vrai) N2, alors la combinaison  ce N1 est un N2  ne s'ouvre pas à une lecture de typicalité. Est-ce parce  que la comparaison ne peut s'établir entre trois larrons : l'occurrence, la classe N1 à laquelle appartient et la classe N2 hyperonyme ? Donc, parce qu’il y a à la fois appartenance et inclusion
 ? Ou n'est-ce pas plutôt  parce qu'une éventuelle interprétation de 9), par exemple  suppose elle-même au préalable la vérité de  Les autruches ne sont pas des oiseaux (ils ne volent pas) ?  
Nous laissons bien volontiers la question ouverte.


3.3. Etre deux fois "doberman"


Nous venons de voir que 3) :


3)  Ce doberman est un doberman  (il mord  chaque fois qu'il peut)
contrairement à 2) ou 9) pouvait donner lieu à une interprétation typifiante : ce doberman a des caractéristiques ou propriétés typiques des dobermans. Nous sommes tout à fait d'accord avec cette interprétation de Cadiot et Nemo, mais pensons que, comme pour 1), elle n'est pas directe. Elle passe réellement par une structure d'appartenance catégorielle et s'explique par la tentative de résoudre la tautologie catégorielle que représente cet énoncé. Autrement dit, il y a là encore prédication "insolite" (une tautologie), comme le prouvent, d'une part, la difficulté, signalée par Cadiot et Nemo eux-mêmes (1997 c : 130), à interpréter ce type d'énoncés, et, d'autre part, l'ajout d'enclosures typifiantes comme vrai  et  véritable  qui, comme noté ci-dessus, rendent l'énoncé bien formé, en levant ici la tautologie :


19)  Ce doberman est un vrai / véritable doberman 


Il y a également structure catégorielle et mise en jeu de propriétés catégorielles comme pour 1), c'est-à-dire  catégorisation d'une occurrence dans une catégorie lexicale et donc appariement entre les propriétés de l'occurrence et celles de la catégorie lexicale. Comme l'occurrence est déjà rangée dans la catégorie en question, il ne reste plus que les propriétés typiques (Kleiber, 1988 et 1989 et 1990) de libres pour le jeu comparatif, puisque, si elles sont typiques de la catégorie, elles ne sont pas exigées de tout membre de la catégorie.  Et donc ce n'est que sur celles-là, de façon tout à fait logique, que peut s'exercer la prédication de catégorisation et donner ainsi lieu soit à 3), soit à un énoncé négatif comme 20) :


20)  Ce doberman n'est pas un doberman  (il ne mord pas)


3.4.  Ce N (hyperonymique) être un N (hyponymique)  : un énoncé non marqué


Le traitement de l'énoncé 4) :


4)  Cet oiseau est une mésange

dans le cadre d'une sémantique de traits non catégoriels conduit à dire que 4) exprime une (ou des) caractéristiques des mésanges. Une telle interprétation nous semble contre-intuitive : dire 4), c'est bien dire que l'oiseau en question appartient à la classe des mésanges et non pas qu'il en vérifie (seulement) une
 ou des caractéristiques. S'il y a bien identification de l'occurrence d'oiseau comme étant une mésange, cette identification ne peut se faire sur la seule reconnaissance d'un trait typique par exemple. Nous n'en voulons pour preuve que la difficulté que l'on éprouve à utiliser un énoncé  comme 21) :


21)  Cet oiseau est une autruche  

pour dire d'une mésange, qui ne vole pas et qui se distingue donc des autres mésanges, qu'elle a une caractéristique des autruches, celle de ne pas pouvoir voler. On remarquera à ce propos que cette impossibilité, même si l'ordre des N est l'inverse, est à placer, mais sans l'y assimiler, du côté de celle relevée pour 9) et 10). Il ne semble en effet pas possible d'utiliser Ce N (hyperonyme) est un N (hyponyme) pour un référent n'appartenant pas à la classe des N hyponymes.  Le fait qu'il y ait les mêmes ingrédients, une occurrence, deux N en relation d'hypo/hyperonymie conduit à penser que l'explication est peut-être la même pour les deux situations. Mais ça, comme souligné plus haut, c'est une autre histoire. Pour le moment, mentionnons encore à l'appui de notre analyse un énoncé tel que 22) :


22)  Cet oiseau n'est pas une mésange
Si l'interprétation de Cadiot et Nemo était correcte, 22) devrait pouvoir marcher pour le cas où l'oiseau en question est une mésange, et où elle ne présente pas une ou des caractéristiques de la classe des mésanges. Or, une telle interprétation semble plutôt difficile et l'on préférera sans doute pour exprimer une telle situation un énoncé comme 23) :


23)  Cete mésange n'est pas une mésange

qui nous ramène une nouvelle fois au problème abordé à propos de 9), 10) et 21). 


Inutile d'ajouter que la sémantique classique n'a guère de mal à traiter un énoncé tel que 4).  Nous avons souligné que, contrairement aux trois autres cas, Cadiot et Nemo n'ont pas essayé de montrer qu'une sémantique catégorielle ne pouvait dompter un tel énoncé. Rien d'étonnant à cela : 4) nous semble bien être un énoncé standard ou non marqué se conformant sagement aux relations sémantiques  a priori  qui  structurent le lexique et qui établissent que  les mésanges sont des oiseaux  et qui permettent donc de former un énoncé tel que 4). Les raisons qui font que 4) est sémantiquement bien formé sont les mêmes que celles qui rendent 2) ? Cette mésange est un oiseau   mal formé.


Une toute petite conclusion 


Le débat n'est bien entendu pas clos. L'importance du changement prôné en sémantique lexicale par l'abandon d'un sens catégoriel premier et la nouveauté du modèle sémantique qui en sort sont telles que le dossier  ne peut être refermé sur la seule base de l'examen attentif des quatre énoncés attributifs choisis. Deux points peuvent et doivent toutefois être retenus : 

(i) les énoncés du type  ce N  être un N  sont en fait des obstacles pour une analyse en traits non catégoriels  

(ii) il n'est pas facile de se débarrasser en sémantique lexicale de la notion de catégorie et de dénomination.

La suite, s'il y en a une, se chargera de confirmer et d'éclairer plus avant ce dernier point. 
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� Voir Kleiber (1997 et 1999).


� Cf. par exemple l’opposition entre la sémantique d’inspiration saussurienne et la sémantique conceptuelle d’une Wierzbicka (1985).


� Pour une vue plus détaillée de cette opposition et de la plupart des suivantes, voir Kleiber (1990, 1997 et 1999 a).


� On trouvera chez Lebas (1999) une systématisation sémio-théorisante et sémio-théorisée du sens indexical.


� Ils ne sont pas les seuls à promouvoir un tel modèle.  Les sémanticiens "culioliens" tels que Franckel, Paillard, De Vogüé, Lebaud, Saulnier, etc., comme les tenants de la théorie des  topoï   recourent aussi à des traits non catégoriels dans leur appréhension du sens lexical. 


� D’autres arguments, notamment ceux qui mettent en avant les déplacements de sens, seront abordés dans un travail ultérieur.


� Il n’y a en fait pas de propriétés vraiment intrinsèques, c’est-à-dire sans percepteur  (Kleiber, 1997). 


� Voir ici notre critique d'une telle position (Kleiber, 1993, 1994 et 1999 b).  


�  Elles changent en même temps de nom en devenant des  caractéristiques.  Pour les autres attributs de ces caractéristiques, voir Cadiot et Nemo (1997 c : 125-126). A noter que la propriété de distinctivité qu'ils attribuent à ces caractéristiques a été mise au premier plan dans la sémantique du prototype (voir la notion de  cue validity  exposée dans Kleiber, 1990). 


� Nullement évoquées dans leur présentation.


� Les autres énoncés  à double caractérisation sont des énoncés tautologiques et paradoxaux du type  Mes vacances n'ont pas été des vacances, Son père n'était pas un père, à la guerre, comme à la guerre ! , une voiture est une voiture, etc.  


� Qui correspondent chez eux aux exemples 8)-11).


� On a là l'effet du démonstratif.


� Et nous ne le répéterons donc pas.


� C'est la traduction que nous avons proposée, Martin Riegel et moi-même (Kleiber et Riegel, 1978) pour traduire le terme   hedges  de Lakoff (1972).


� Il s'agit de l'acception de  vrai  que Littré caractérise par l'étiquette  par exagération et qui n'entre pas en relation d'antonymie avec  faux..  On notera que, contrairement à Cadiot et Nemo (1997 c : 129), l'énoncé 1) avec  authentique ne donne plus lieu à un énoncé typifiant du type de 8) :  Ce chien est un authentique chat.


� L'erreur que nous avions faite (Kleiber et Riegel, 1978 : 98) était d'exiger que le référent auquel on attribuait le prédicat  être un vrai N ne devait pas êre un N. Nous avions postulé que le rôle de l'enclosure  vrai était de saisir certaines propriétés métaphoriques du prédicat modifié et que donc il assertait les connotations du prédicat enclos et présupposait la négation du sens dénotatif. C'est cette dernière exigence qui est trop forte, comme nous le verrons ci-dessous avec 19). 


� En termes plus techniques, si 14) se présuppose lui-même, c'est parce que l'énoncé ne pouvant être faux, lorsqu'il n'est pas vrai, il est nécessairement ni vrai ni faux. Voir la définition de Keenan (1972 : 419) : "an L-sentence X (logically) presupposes an L-sentence Y just in case in each interpretation in which Y is not true, X is neither true nor false".  


� Pour la différence entre appartenance et inclusion, voir Kleiber et Tamba (1990).


� On rappellera qu'une seule caractéristique suffit.





